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We consider the problem of periodic solution of ordinary differential equations of arbitrary $4^{\text{th}}$ order with a rapidly oscillating coefficient proportional to the frequency of oscillations. We prove the existence and local uniqueness of solutions close to the corresponding asymptotic solutions of the original and averaged problems with natural additional conditions of smoothness.

1. Introduction

The present paper deals with asymptotic expansions of periodic solutions of $4^{\text{th}}$ order equations and formal asymptotics of such solutions in the case of equations containing terms oscillating in time with frequency $\omega \gg 1$ and proportional to the powers $\omega^{2}$. Solutions of differential equations usually cannot be represented in quadrature rules using elementary or special functions. In connection with this issue for approximate solutions of differential equations, is an attempt to apply approximate methods that include numerical and asymptotic methods. The thesis of the paper deals with the equation containing large high-frequency terms. In [1], studied the differential equation of the forced oscillations of a mechanical system with one degree of freedom is examined in the case when the system's natural frequency is much greater than the external one, it is shown that periodic solutions of such an equation exist, close to the periodic solutions of the corresponding degenerate equation. In [2], they predict the accurate bifurcating periodic solution for a general class of first-order nonlinear delay differential equation with reflectional symmetry by constructing an approximate technique, named residue harmonic balance, this technique combines the features of the homotopy concept with harmonic balance which leads to easy computation and gives accurate prediction on the periodic solution to the desired accuracy. In [3], considered the problem on the periodic solutions of a system of ordinary differential equations of arbitrary order 4 containing terms oscillating at a frequency $\omega \gg 1$ with coefficients of the order of $\omega^{2}$. In [4], an ordinary differential equation which models the torsional motion of a horizontal cross section of a suspension bridge. We use Leray-Schauder degree theory to prove that the undamped equation has multiple periodic weak solutions. In [5], motivated by some relevant physical applications, studied the existence and uniqueness of T-periodic solutions for a second order differential equation with a piecewise constant singularity which changes sign. In [6], studied the existence and asymptotic stability of periodic solutions of the differential equation

\[ x + f(x)x + g(x) = h(x) \]

where $f(x)$ is positive and $g(x)$ is strictly monotonically increasing and has one or two weak singularities, and the method of proof relies on the construction of positively invariant region of the flux. In [7], the existence and multiplicity of positive periodic solutions for first non-autonomous singular systems are established with superlinearity or sublinearity assumptions at infinity for an appropriately chosen parameter, and the proof of results is based on the Krasnoselskii fixed point theorem in a cone. In [8], studied multiple periodic solutions of the following non-autonomous delay differential equations

\[ x'(t) = -f(t, x(t - \frac{\pi}{2})) \]  

(1.1)
The where assume that \( x(t) \in \mathbb{R}^n, f \in C\left(\mathbb{R} \times \mathbb{R}^n, \mathbb{R}^n\right) \), where

\[
\frac{\pi}{2} \text{ – periodic with respect to } t \text{ i.e. (f1) } f(t,x) \text{ is odd with respect to } x \text{ and }
\]

\[
f(t, -x) = -f(t, x), \quad f(t + \frac{\pi}{2}, x) = f(t, x), \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}^n;
\]

(f2) there exists a continuous differential function \( F(t,x) \), which is strictly convex with respect to \( x \) uniformly in \( t \), such that \( f(t,x) \) is the gradient of \( F(t,x) \) with respect to \( x \);

(f3)

\[
\begin{align*}
(f_1) & \quad f(t, x) = A_0 x + g(t, x), \text{a}s\ g(t, x) = 0\left|\begin{array}{c}
x
\end{array}\right| \quad \text{uniformly}\ x \rightarrow 0 \quad \text{in } t; \\
(f_2) & \quad f(t, x) = A_0 x + h(t, x), \text{a}s\ h(t, x) = 0\left|\begin{array}{c}
x
\end{array}\right| \quad \text{uniformly}\ x \rightarrow \infty \quad \text{in } t;
\end{align*}
\]

where \( A_0, A_x \) are positive definite constant matrices, by making use of the Clarke dual, they were studied the dual variational function associated with (1.1), which is an indefinite functional. The presence of high-frequency terms, that are big, creates certain challenges. They are usually at the initial stages of application of asymptotic methods. An important asymptotic technique in the study of differential equations with high-frequency terms is the method of averaging in ([9,10]). The paper is devoted to further development of the classical theory of averaging. Note that equations with high-frequency terms frequent various sections of science.

From basic results of classical theory of the averaging method being investigated, the system of ordinary differential equations in the standard form can be represented as follows:

\[
\frac{dx}{dt} = f(x, \omega t), \quad \omega >> 1,
\]

Where \( f(x, \tau) \) has an average over \( \tau \)

\[
\langle f \rangle(x) = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x, \tau) d\tau.
\]

It should be recalled that for \( \ell \)-periodic and \( \tau \) vector functions \( f(x, \tau) \) the average is determined by the formula:

\[
\langle f \rangle(x) = \frac{1}{\ell} \int_0^\ell f(x, s) ds.
\]

In recent results of numerous studied in the theory of the averaging methods, there has been a movement to new and different classes of equations. Here we mention only a few studies in which the differential equations, rapidly oscillating in time, are proportional to positive powers of high-frequency oscillations. Among these works are studies of (see[11,12]) on high-frequency vibrations of the suspension point of a simple pendulum to its upper position that can become stable. In [13], the authors show that high-compression-tension beams can enhance its stability. In [14], systems of equations with fast and slow variables were studied. In [15], an efficient algorithm of asymptotic integration of some classes of equations with high-frequency members was proposed. Yudovich V.E. (1991) in his lectures on the method of averaging to the Faculty of Mechanics, Rostov State University, noted the relevance of the theory of averaging for differential equations, differential and partial, containing rapidly oscillating terms proportional to positive powers of the frequency of oscillations \( \omega \). In his lectures he considers some of these problems. In particular (see [16]), he studied the motion of mechanical systems with constraints and the motion of ideal fluids in high-power fields. They explored the system of equations of type:
\[
\frac{dx}{dt} = f(x, t, \omega t) + \omega^\alpha \varphi(x, t, \omega t), \quad \alpha > 0,
\] (1.3)

Where the vector function \( f(x, t, \omega t) \) and \( \varphi(x, t, \omega t) \) \( \ell \)-periodic in \( \tau \), and \( \varphi \) - has zero mean along with other equations with the specified characteristics. It was noted that \( \alpha = \frac{1}{2} \) - is the minimum value of the exponent he named in the lectures (first indicator), where the averaged problem for (1.3) may be different from the homogenized problem for (1.2). This is problem (1.3) with crossed a large term, for equations of the second-order
\[
x = \Psi(x, x, t, \omega t) + \omega^\beta \chi(x, t, \omega t),
\] (1.4)

Where \( \Psi(x, x, t, \omega t) \) and \( \chi(x, t, \omega t) \) are \( \ell \)-periodic in \( \tau \), \( \langle \chi \rangle = 0 \), with the adjustment rate \( \beta = 1 \).

Equations (1.3) and (1.4) can be set as a Cauchy problem that is \( \ell \omega^{-1} \)-periodic on the whole time axis solution. Asymptotic expansions of periodic solutions of second- and third-order equations and formal asymptotic of such solutions in the case of equations of arbitrary order were constructed in [17,18]. Recent studied of asymptotic analysis of differential equations involving large high-frequency terms have been carried out in [19,20]. In the present paper, we continue the line of research initiated in [18], for 4-th order ordinary differential equations and justify the averaging method that has proved the existence and local uniqueness of solutions close to corresponding asymptotic solutions of the original and averaged problems with natural additional conditions of smoothness.

2. Problem Formulation

Regard the problem of \( 2\pi \omega^{-1} \)-periodic solution to differential equation 4-th order by the following problem
\[
\frac{d^4 u}{dt^4} = f_o(u, \omega t) + \omega^2 f_1(u, \omega t).
\] (2.1)

Where \( \omega \) - big parameter, the functions \( f_o(u, \tau) \) and \( f_1(u, \tau) \) are define to the set \( (u, \tau) \in R \times R \), continuous and infinitely differential with respect to \( u \), and also is \( 2\pi \)-periodic with respect to \( \tau \) moreover, the mean value of the function \( f_1(u, \tau) \) with respect to \( \tau \) is zero,
\[
\langle f_1(u, \tau) \rangle = \frac{1}{2\pi} \int_0^{2\pi} f_1(u, s) ds = 0
\]

Let \( \omega(\tau) = \varphi(u, \tau) - 2\pi \) periodic with respect to \( \tau \) be a solution with zero mean value of the equation:
\[
\frac{d^4 w}{d\tau^4} = f_1(u, \tau),
\]

With \( u \in R \), such a solution is known to be unique. the equation
\[
\frac{d^4 v}{d\tau^4} = \langle f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \varphi(v, \tau) \rangle,
\]

Is called the averaged equation for (2.1), assuming that it has a stationary solution \( v = u_o \) such as for all function \( \Phi(u) = \langle f_o(u, \tau) + \frac{\partial f_1(u, \tau)}{\partial u} \varphi(u, \tau) \rangle \) is correct equation with \( \Phi(u_o) = 0 \). also we will presuppose that the solution \( u_o \) - is non singular, that is,
\[
\Phi'(u) = \left( \frac{\partial f_o}{\partial u} + \frac{\partial^2 f_1}{\partial u^2} \varphi(u, \tau) \right) + \left( \frac{\partial f_1}{\partial u} \varphi(u_o, \tau) \right) \varphi(u, \tau) \neq 0.
\] (2.2)
We consider matrix:
\[
p = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\Phi'(u_o) & 0 & 0 & 0
\end{pmatrix}_{4 \times 4}
\]
The equation \(|P - \lambda E| = 0\), has 4- difference roots \((-1)^i \lambda^i - \Phi'(u_o) = 0, \lambda_i \neq 0, i = 1, 2, 3, 4\). therefore, spectrum matrix \(e^{\lambda P}\) is consisted from characteristic value \(e^{i\lambda_1}, e^{i\lambda_2}, e^{i\lambda_3}, e^{i\lambda_4}\). we denoted by \(t_1\) such positive number that is \(\lambda_1, \lambda_2, \lambda_3, \lambda_4 \notin 2\pi ki, k \in \mathbb{Z}\).
Recall a definition of "Holder space"
\[
C_\mu ([0, t_1]), \mu \in (0, 1)
\]
It is constituted from continuous function \(u : [0, t_1] \rightarrow \mathbb{R}\) satisfying condition:
\[
||u||_{C_\mu([0, t_1])} = \sup_{t \in [0, t_1]} |u(t)| + \sup_{t \in [0, t_1]} \left| \frac{u(t') - u(t)}{|t' - t|^\mu} \right| < \infty.
\]
the following theorem is holds.
**Theorem 2.1.** there exist positive number \(w_\phi\) and \(\delta\), such that when \(w > w_\phi\) the equation (2.1) has uniquely in ball \(||u(t) - u_{\phi}||_{C_\mu(\mathbb{R})} \leq \delta, 2\pi \omega^{-1}\) - periodic solution \(u_{\phi}\). In this connection, the equality is valid: \(\lim_{\omega \to \infty} ||u_{\omega} - u_{\phi}||_{C_\mu(\mathbb{R})} = 0\).

Proof. the proof of the theorem can be divided in to secs.3 and 4.

3.procedure of solving the problem
**Lemma 3.1.** let \(\phi(t)\), \(T\) -periodic function. We consider equation
\[
\frac{d^4 u}{dt^4} - au = \phi(t), \quad (3.1)
\]
Denoted \(\lambda^4 = a\) where \(a = \rho(\cos \theta + i \sin \theta), \quad 0 \leq \theta \leq 1\)
\[
\lambda = \sqrt{\rho} \left( \cos \frac{\theta + 2\pi k}{4} + i \sin \frac{\theta + 2\pi k}{4} \right), k \in \mathbb{Z}.
\]
If the solution \(u(t)\) of equation (3.1)satisfy condition \(u(0) = u(T)\), then it is \(T\)-periodic and valid as here represented:
\[
\begin{pmatrix}
u(t) \\
du(t) \\
d^2u(t) \\
d^3u(t)
\end{pmatrix}
= \left[ E - e^{TD} \right]^{-1} \int_0^T e^{(T-t')D} \Psi(t') d t' + \int_0^T e^{(T-t')D} \Psi(t') d t,
\]
Where the matrix is
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$$D = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \alpha & 0 & 0 & 0 \end{pmatrix}_{4 \times 4} \quad \text{and} \quad \Psi(t) = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}$$

proof. lemma (3.1) is presented in section 4.

We handle the proof of (2.1) with the change of variables,

$$u(t) = v(t) + \omega^2 \phi(v, \omega t)$$

(3.2)

Because the equation does not contain big terms, we make use the following construct relation derived from principles of differential equation and a vergent theorem:

$$\frac{du}{dt} = \left(1 + \omega^2 \frac{\partial \phi(v, \tau)}{\partial v}\right) \frac{dv}{dt} + \omega^2 \frac{\partial \phi(v, \tau)}{\partial \tau}$$

(3.3)

$$\frac{d^2 u}{dt^2} = \left(1 + \omega^2 \frac{\partial \phi(v, \tau)}{\partial v}\right) \frac{d^2 v}{dt^2} + \omega^2 \frac{\partial^2 \phi(v, \tau)}{\partial v^2} \left(\frac{dv}{dt}\right)^2 + 2\omega^2 \frac{\partial^2 \phi(v, \tau)}{\partial v \partial \tau} \frac{dv}{dt} + \frac{\partial^2 \phi(v, \tau)}{\partial \tau^2}$$

$$\vdots$$

$$\frac{d^4 u}{dt^4} = \left(1 + \omega^2 \frac{\partial \phi(v, \tau)}{\partial v}\right) \frac{d^4 v}{dt^4} + 4 \omega^2 \frac{\partial^2 \phi(v, \tau)}{\partial v^2} \frac{dv}{dt} + \omega^2 \frac{\partial^4 \phi(v, \tau)}{\partial \tau^4} \frac{dv}{dt} + 4 \omega \frac{\partial^4 \phi(v, \tau)}{\partial v \partial \tau^3} \frac{dv}{dt} + \omega^2 \frac{\partial^4 \phi(v, \tau)}{\partial \tau^4}$$

(3.4)

$$\Psi_2(v, \tau) = \left\{ \frac{1}{4} \left[ \frac{\partial^4 \phi(v, \tau)}{\partial v^2 \partial \tau^2} \left(\frac{dv}{dt}\right)^2 + \sum_{s=2}^{3} \frac{\partial^5 \phi(v, \tau)}{\partial v^{3-s} \partial \tau^2} \times \left(\frac{dv}{dt}\right)^{2-s} \right] \right\}$$

Suppose

$$f_o(v + \Delta, \tau) = f_o(v, \tau) + \frac{\partial f_o(v + \theta \Delta, \tau)}{\partial v} \Delta, \text{and}$$

$$\omega^2 f_1(v + \Delta, \tau) = \omega^2 \left[ f_1(v, \tau) + \frac{\partial f_1(v + \theta \Delta, \tau)}{\partial v} \Delta + \frac{1}{2} \frac{\partial^2 f_1(v + \theta \Delta, \tau)}{\partial v^2} \Delta^2 \right]$$

where: $$\Delta = \omega^{-2} \phi(v(t), \tau), \quad 0 \leq \theta \leq 1$$

substituting equation (3.2) into equation (2.1) and applying (3.2) and (3.3) we have:
\[
\left(1 + \omega^2 \frac{\partial \phi}{\partial v}\right) \frac{d^4 v}{dt^4} + \omega^2 \frac{\partial^2 \phi}{\partial v^2} = f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + \omega^2 f_1(v, \tau) + \frac{\partial f_o(v + \theta \Delta, \tau)}{\partial v} \Delta
\]
\[
+ \frac{1}{2} \omega^2 \frac{\partial^2 f_o(v + \theta \Delta, \tau)}{\partial v^2} - 4 \left[ \omega^2 \frac{\partial^2 \phi}{\partial v^2} \frac{dv}{dt} + \omega^1 \frac{\partial^2 \phi}{\partial v \partial \tau} \right] \frac{d^3 v}{dt^3} - \Psi_2(v, \tau) + 4\omega \frac{\partial^4 \phi}{\partial v \partial \tau^4} \frac{dv}{dt}.
\]

We denoted \( J = 1 + \gamma \), where \( \gamma = \omega^2 \frac{\partial \phi(v, \tau)}{\partial v} \). From above, we have
\[
\frac{d^4 v}{dt^4} = f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + M_o(v, \tau) - \Psi_2(v, \tau) - 4\omega \frac{\partial^4 \phi}{\partial v \partial \tau^4} \frac{dv}{dt}.
\]

Where:
\[
M_o(v, \tau) = \begin{cases} 0 \\
\left[ \frac{\partial f_o(v + \theta \Delta, \tau)}{\partial v} \Delta + 2\omega^2 \frac{\partial^2 f_1(v + \theta \Delta, \tau)}{\partial v^2} \phi^2(v, \tau) \\
-4 \left[ \omega^2 \frac{\partial^2 \phi}{\partial v^2} \frac{dv}{dt} + \omega^1 \frac{\partial^2 \phi}{\partial v \partial \tau} \right] \frac{d^3 v}{dt^3} - \ldots \right]
\end{cases}
\]
\[
\left\{ f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) - \Psi_2(v, \tau) - 4\omega \frac{\partial^4 \phi}{\partial v \partial \tau^4} \frac{dv}{dt} \right\}.
\]

In above equation degree, we now have the terms \( \omega \). In the following step, we convert to an equation with degree, \( \omega^0 \) and coefficient
\[
\left[ \frac{\partial^4 \phi}{\partial v^2 \partial \tau^2} \left( \frac{dv}{dt} \right)^2 + \frac{\partial^3 \phi}{\partial v \partial \tau^2} \frac{d^2 v}{dt^2} \right]
\]

We prove that 2-second step, gives the equation in second with respect \( \omega \) the coefficient of \( \Psi_2(v, \tau) \) is:
\[
\Psi_2(v, \tau) = \begin{cases} \left( \frac{2}{4} \frac{\partial^4 \phi(v, \tau)}{\partial v^2 \partial \tau^2} \left( \frac{dv}{dt} \right)^2 + \sum_{s=2}^{2} \left( \frac{2}{4} \frac{\partial^{s+2} \phi(v, \tau)}{\partial v^{s+2} \partial \tau^2} \times \left( \frac{dv}{dt} \right)^{2-s} \frac{d^s v}{dt^s} \right) \right) \\
\end{cases}
\]

When \( m=2 \) our statement is therefore correct. We have that it is correct with \( m=k \), meaning
\[
\frac{d^2 v}{dt^2} = f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + M_o(v, \tau) + \ldots - \Psi_2(v, \tau).
\]

where:
\[
\Psi_2(v, \tau) = \begin{cases} \left( \frac{2}{4} \frac{\partial^4 \phi(v, \tau)}{\partial v^2 \partial \tau^2} \left( \frac{dv}{dt} \right)^2 + \sum_{s=2}^{2} \left( \frac{2}{4} \frac{\partial^{s+2} \phi(v, \tau)}{\partial v^{s+2} \partial \tau^2} \times \left( \frac{dv}{dt} \right)^{2-s} \frac{d^s v}{dt^s} \right) \right) \\
\end{cases}
\]

from the equation (3.5) we get the system:
\[
\begin{cases} 
\frac{dv}{dt} = x_1 \\
\frac{d^3 x_1}{dt^3} = f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + M_o(v, \tau) + \ldots - 4\omega \frac{\partial^4 \phi}{\partial v \partial \tau^4} x_1
\end{cases}
\]

(3.6)
We make a change of variables:

\[ x_1 = w_1 - 4\omega^2 \frac{\partial \phi(v, \tau)}{\partial v} w_1 \]

\[
\frac{dx_1}{dt} = \left( 1 - \omega^2 \frac{\partial \phi(v, \tau)}{\partial v} \right) \frac{dw_1}{dt} - 4\omega^2 \frac{\partial^2 \phi(v, \tau)}{\partial v^2} \frac{dv}{dt} w_1 + 4\omega^{-1} \frac{\partial^2 \phi(v, \tau)}{\partial v \partial \tau} w_1
\]

\[
\frac{d^2x_1}{dt^2} = \left( 1 - 4\omega^2 \frac{\partial \phi(v, \tau)}{\partial v} \right) \frac{d^3w_1}{dt^3} - 4 \left[ \omega^{-2} \frac{\partial^2 \phi(v, \tau)}{\partial v^2} \frac{dv}{dt} + \omega^{-1} \frac{\partial^2 \phi(v, \tau)}{\partial v \partial \tau} \right] \frac{d^3w_1}{dt^3} - \cdots
\]

\[-4\omega \frac{\partial^4 \phi(v, \tau)}{\partial v \partial \tau^3} w_1. \quad (3.7)\]

If we substitute (3.6) in the equation (3.7) we get we denote \( J_1 = 1 + \gamma_1 \), where \( \gamma_1 = -4\omega^2 \frac{\partial \phi(v, \tau)}{\partial v} \) from here we have:

\[
\frac{d^3w_1}{dt^3} = f_\alpha(v, \tau) + \frac{\partial f_\alpha(v, \tau)}{\partial v} \phi(v, \tau) + M_1(v, \tau) - \cdots - 6 \left[ \frac{\partial^4 \phi(v, \tau)}{\partial v^2 \partial \tau^2} w_1 + \frac{\partial^5 \phi(v, \tau)}{\partial v \partial \tau^4} \frac{dw_1}{dt} \right]
\]

\[
(3.8)
\]

Where:

\[
M_1(v, \tau) = J_1^{-1} \left\{ M_\alpha(v, \tau) + 4 \left[ \omega^{-2} \frac{\partial^2 \phi}{\partial v^2} \frac{dv}{dt} + \omega^{-1} \frac{\partial^2 \phi}{\partial v \partial \tau} \frac{d^2v}{dt^2} + \cdots \right] \right\} +
\]

\[
(-\gamma_1 + \gamma_1^2 - \gamma_1^3 + \cdots) \left( f_\alpha(v, \tau) + \frac{\partial f_\alpha(v, \tau)}{\partial v} \phi(v, \tau) \right)
\]

\[
- \cdots - 6\omega \left[ \frac{\partial^4 \phi}{\partial v^2 \partial \tau^2} \left( \frac{dv}{dt} \right)^2 + \frac{\partial^3 \phi}{\partial v \partial \tau^2} \frac{d^2v}{dt^2} \right].
\]

From above equation, can therefore write the system:

\[
\begin{align*}
\frac{dw_1}{dt} & = x_2 \\
\frac{d^2x_1}{dt^2} & = f_\alpha(v, \tau) + \frac{\partial f_\alpha(v, \tau)}{\partial v} \phi(v, \tau) + M_1(v, \tau) - \cdots - 6 \left[ \frac{\partial^4 \phi(v, \tau)}{\partial v^2 \partial \tau^2} \alpha_1^2 + \frac{\partial^3 \phi(v, \tau)}{\partial v \partial \tau^2} x_2 \right]
\end{align*}
\]

\[
(3.9)
\]

Further we change the variable according to above reduced plan. In this case, the change variable for \( x_2 \) is:

\[
x_2 = w_2 - 6\omega^2 \left[ \frac{\partial^2 \phi}{\partial v^2} w_1^2 + \frac{\partial \phi}{\partial v} w_2 \right]
\]

Now, for 2-step, we change the variable as follows:
And hence we have the equation :
\[ \frac{d^2 w_2}{dt^2} = f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + M_2(v, \tau). \]

The last equation we can write in the form :
\[ \frac{d^2 w_2}{dt^2} = \varphi'(u_o) v + f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + M_2(v, \tau) - \varphi'(u_o) v \]

In this step, taking the change variable in to account we have the following system:
\[
\begin{cases}
\frac{d v}{dt} = w_1 - 4\omega^2 \frac{\partial \phi(v, \tau)}{\partial v}, \\
\frac{d w_1}{dt} = w_2 - 6\omega^2 \left[ \frac{\partial^2 \phi}{\partial v^2} w_1^2 + \frac{\partial \phi}{\partial v} w_2 \right], \\
\frac{d w_3}{dt} = \varphi'(u_o) v + f_o(v, \tau) + \frac{\partial f_1(v, \tau)}{\partial v} \phi(v, \tau) + M_2(v, \tau) - \varphi'(u_o) v \quad (3.10)
\end{cases}
\]

The following lemma is therefore valid:

**Lemma 3.2.** for all \( \mu \in (0,1) \), there are positive numbers \( w_1 \) and \( \delta \) so that \( w > w_1 \) the system (3.10) has a unique \( 2\pi \omega^{-1} \) periodic solution \( v_\omega \) in the ball \( \|v(t) - u_\omega\| \leq \delta \). in addition holds equality
\[
\lim_{\omega \to \infty} \|u_\omega - u_\omega\|_{C^1(\mathbb{R})} = 0 \text{ holds.}
\]

Here \( C_{\mu(R)} \) is the ordinary Holder space of functions defined on the line \( t \in \mathbb{R} \) and ranging in \( \mathbb{R}^n \). This lemma is , in a sense, a corollary of theorem 2.1 in [10]. Where abstract parabolic equations were considered. To provide a self-contained exposition, we outline the proof of lemma 3.2 (it differs from that in [10]).

By using the above change of variables, we reduce the equation (3.10) to the from:
\[
\frac{dz}{dt} = p z + \chi(z, \tau) \quad (3.11)
\]

Where:
\[
z = \begin{pmatrix}
v \\
w_1 \\
w_2 \\
w_3
\end{pmatrix}_{4 \times 1}
\]
\[
p = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\Phi'(u_o) & 0 & 0 & 0
\end{pmatrix}_{4 \times 4}
\]

And
By virtue lemma (3.2) every $T_0$ -periodic solution $z$ of equation (3.11) is representable in the from of:

$$z(t) = \left[ E - e^{t_{0} p} \right]^{-1} \int_{0}^{T_{0}} e^{(t_{0} + s - t)p} \chi(z(s), \omega s) ds + \int_{0}^{t} e^{(t_{0} + s - t)p} \chi(z(s), \omega s) ds,$$

(3.12)

Where

$$T_{0} = \frac{2\pi}{\omega} \left[ \frac{t_{1}}{2\pi} \omega \right].$$

Accordingly, with this equation we define operator as

$$F : C_{\mu} \left( [0, t_{1}] \times [0, \infty) \right) \rightarrow C_{\mu} [0, t_{1}]$$

Putting

$$\left[ F \left( z, \omega \right) \right](t) = z(t) - \left[ E - e^{t_{0} p} \right]^{-1} \int_{0}^{T_{0}} e^{(t_{0} + s - t)p} \chi(z(s), \omega s) ds - \int_{0}^{t} e^{(t_{0} + s - t)p} \chi(z(s), \omega s) ds,$$

$$\left[ F \left( z, \infty \right) \right](t) = z(t) - \left[ E - e^{t_{0} p} \right]^{-1} \int_{0}^{t} e^{(t_{0} + s - t)p} L(z(s)) ds - \int_{0}^{t} e^{(t_{0} + s - t)p} L(z(s)) ds.$$

(3.13)

for $\omega \in (0, \infty)$, where

$$L(z) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ \phi(v) \end{pmatrix}, \quad \phi(v) = \left\langle f_{0}(v, \tau) + \frac{\partial f_{1}(v, \tau)}{\partial v} \phi(v, \tau) \right\rangle \Phi'(u_{o}) v$$

$$\left[ F(u_{o}, \infty) \right](t) = u_{o} - \left[ E - e^{t_{0} p} \right]^{-1} \int_{0}^{t} e^{(t_{0} + s - t)p} L(u_{o}) ds - \int_{0}^{t} e^{(t_{0} + s - t)p} L(u_{o}) ds.$$

(3.14)

4.Main Result

In this section, containing basis prove lemma (3.1), we have use Theorem Principle Operator in connection with operator $F \left( z, \omega \right)$ in the neighborhood point $(u_{o}, \infty)$. For that we establish the following facts:

I. $\left[ F \left( u_{o}, \infty \right) \right](t) = 0$ and $\left[ (D_{z} F)(u_{o}, \infty) \right](t) \neq 0$

We omit the proof I.
II. The mapping $F(z, \omega)$ is continuous over the interval $(u_\alpha, \infty)$ and in this neighborhood has a partial derivative $(D_z F)(z, \omega)$, also continuous over $(u_\alpha, \infty)$. We have studied the statement (lemma 3.2) and attempted to prove that as $F(z, \omega)$ as continuous over $(u_\alpha, \infty)$

For that we established that $\forall \epsilon > 0, \exists \delta : \|z(t) - u_\alpha\|_{C_\mu} < \delta, \omega > \frac{1}{\delta}$ is valid in the following estimation:

$$\|F(z, \omega) - F(u_\alpha, \omega)\|_{C_\mu} \leq \epsilon.$$  (4.1)

We also noted that, $F(z, \omega) = z + \overline{F}(z, \omega)$ and $F(u_\alpha, \omega) = u_\alpha + \overline{F}(u_\alpha, \omega)$, with regard $\delta_1 > \frac{\epsilon}{2}$. To prove (4.1) it is sufficient to show

$$\|\overline{F}(z, \omega) - \overline{F}(u_\alpha, \omega)\|_{C_\mu} \leq \frac{\epsilon}{2}.$$  (4.2)

Using this inequality

$$\|\overline{F}(z, \omega) - \overline{F}(u_\alpha, \omega)\|_{C_\mu} \leq \|\overline{F}(z, \omega) - F(z, \omega)\|_{C_\mu} + \|F(z, \omega) - F(u_\alpha, \omega)\|_{C_\mu}.$$  (4.3)

We prove the validity of the inequality,

$$\|\overline{F}(z, \omega) - \overline{F}(u_\alpha, \omega)\|_{C_\mu} \leq \frac{\epsilon}{4}.$$  (4.4)

By virtue representation:

$$\left[\overline{F}(z, \omega)\right](t) = -\left[e^{-T_{t,s}^p}\right]^{1}_{0} \int T_{t,s}^{p} \chi(z(s), \omega s) ds - \int^{t}_{0} e^{(t-s)p} \chi(z(s), \omega s) ds$$

And

$$\left[\overline{F}(u_\alpha, \omega)\right](t) = -\left[e^{-T_{t,s}^p}\right]^{1}_{0} \int T_{t,s}^{p} \chi(u_\alpha, \omega s) ds - \int^{t}_{0} e^{(t-s)p} \chi(u_\alpha, \omega s) ds.$$  (4.5)

Having

$$\left[\overline{F}(z, \omega) - \overline{F}(u_\alpha, \omega)\right]_{[0, t]} = \sup_{0 \leq s \leq t} \left[\left[e^{-T_{t,s}^p}\right]^{1}_{0} \int T_{t,s}^{p} \chi(z(s), \omega s) - \chi(u_\alpha, \omega s) \right] ds - \int^{t}_{0} e^{(t-s)p} \left[\chi(z(s), \omega s) - \chi(u_\alpha, \omega s)\right] ds \leq$$

$$\leq C_1 \sup_{0 \leq s \leq t} \chi(z(s), \omega s) - \chi(u_\alpha, \omega s) + C_2 \sup_{0 \leq s \leq t} \chi(z(s), \omega s) -$$

$$- \chi(u_\alpha, \omega s) \leq C_1 \sup_{0 \leq s \leq t} \left|\frac{1}{0} \int_{0}^{1} d\theta (z + \theta (u_\alpha - z), \omega s) d\theta \right| (z - u_\alpha) +$$

$$+$$
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\begin{align*}
&+ C_2 \sup_{0 \leq s \leq t} \int_0^1 \frac{d\chi}{dz} (z + \theta(u_0 - z), \omega s) \, d\theta(z(s) - u_0) \leq \\
&\leq C_3 \|z(t) - u_0\|_C([0, t]) + C_4 \|z(t) - u_0\|_C([0, 1]) \leq C_3 \delta_1 + C_4 \delta_1 \equiv C_5 \delta_1,
\end{align*}

(4.6)

Where \(C_1, C_2, C_3, \text{and } C_4\) constant

The required estimate is:

\[
\left\| \overline{F}(z, w) - \overline{F}(u_0, \infty) \right\|_{C^1([0, t])} = \left\| \overline{F}(z, \omega) - \overline{F}(u_0, \omega) \right\|_{C([0, t])} + \frac{d}{dt} \left\| \overline{F}(z, \omega)(t) - \overline{F}(u_0, \omega)(t) \right\|_{C([0, t])}
\]

(4.7)

If we use representation:

\[
\frac{d}{dt} \left[ \overline{F}(z, \omega) \right](t) = - \left[ E - e^{T_\omega P} \right]^{-1} T_\omega \int_0^T \text{Pe}^{(T_\omega + t-s)P} \chi(z(s), \omega s) ds - \\
- \int_0^t e^{(t-s)P} \chi(z(s), \omega s) ds - \chi(z(t), \omega t)
\]

(4.8)

\[
\frac{d}{dt} \left[ \overline{F}(u_0, \omega) \right](t) = - \left[ E - e^{T_\omega P} \right]^{-1} T_\omega \int_0^T e^{(T_\omega + t-s)P} X(u_0, \omega s) ds - \\
- \int_0^t \text{Pe}^{(t-s)P} X(u_0, \omega s) ds - X(u_0, \omega t).
\]

(4.9)

We have:

\[
\left\| \frac{d}{dt} \left[ \overline{F}(z, \omega) \right](t) - \left[ \overline{F}(u_0, \omega) \right](t) \right\|_{C([0, t])} = \\
= \sup_{0 \leq t \leq t_1} \left[ E - e^{T_\omega P} \right]^{-1} T_\omega \int_0^T e^{(T_\omega + t-s)P} \left[ \chi(z(s), \omega s) - \chi(u_0, \omega s) \right] ds - \\
- \int_0^t \text{Pe}^{(t-s)P} \left[ \chi(z(s), \omega s) - \chi(u_0, \omega s) \right] ds - \left[ \chi(z(t), \omega t) - \chi(u_0, \omega t) \right] \leq
\]
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\[
\begin{align*}
\leq & b_1 \sup_{0 \leq s \leq t_1} |\chi(z(s), \omega s) - \chi(u_0, \omega s)| + \sup_{0 \leq s \leq t_1} \left|\chi(z(t), \omega t) - \chi(u_0, \omega t)\right| + \\
+ & b \sup_{0 \leq s \leq t_1} \left|\chi(z(s), \omega s) - \chi(u_0, \omega s)\right| \\
\leq & b_1 \sup_{0 \leq s \leq t_1} \left|\frac{\partial \chi}{\partial z}(z + \theta(u_0 - z), \omega s) d\theta(z(s) - u_0)\right| + \\
+ & b \sup_{0 \leq s \leq t_1} \left|\frac{\partial \chi}{\partial z}(z + \theta(u_0 - z), \omega s) d\theta(z(s) - u_0)\right| + \\
+ & \sup_{0 \leq s \leq t_1} \left|\frac{\partial \chi}{\partial z}(z + \theta(u_0 - z), \omega t) d\theta(z(t) - u_0)\right| \\
\leq & b_2 \|z(t) - u_0\|_C([0,u]) + b_3 \|z(t) - u_0\|_{C([0,u])} \leq b_2 \delta_1 + b_3 \delta_1 = b_4 \delta_1 .
\end{align*}
\]

(4.10)

If we apply estimators (4.6), (4.10) and known interpolation formula:

\[
\frac{|u(t_2) - u(t_1)|}{|t_2 - t_1|} \leq \|u\|^\mu_{C^1} (2\|u\|)^{1-\mu} .
\]

We derive \( C_5 \delta_1 + \left(2 C_5 \delta_1 \right)^{1-\mu} \left( b_4 \delta_1 \right)^{\mu} < \varepsilon/4 \). For \( \delta_1 \), we had the estimator (4.4). now we prove there exists \( \delta_2 \), \( 0 < \delta_2 \leq \delta_1 \), with \( \omega > \frac{1}{\delta_2} \). The valid inequality is now

\[
\| \tilde{F}(u_0, \omega) - \tilde{F}(u_0, \infty)\|_{C^1} < \varepsilon/4 .
\]

(4.11)

By virtue (3.11) and (4.5) we have:

\[
\begin{align*}
\tilde{F}(u_0, \omega) - \tilde{F}(u_0, \infty) = & \left[ E - e^{tP} \right]^{-1} \int_0^t e^{(t_1 + t-s)P} \left[ \chi(u_0, \omega s) - L(u_0) \right] ds + \\
+ & \int_0^t e^{(t-s)P} \left[ \chi(u_0, \omega s) - L(u_0) \right] ds.
\end{align*}
\]

(4.12)

We define \( \Delta_1 \) to be:

\[
\Delta_1 = \int_0^t e^{(t-s)P} \phi_1(\omega s) ds, \text{ where } \phi_1(\omega s) = \left[ E - e^{tP} \right]^{-1} \left[ \chi(u_0, \omega s) - L(u_0) \right]
\]

At that point, we can write it in the from of:
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$$\Delta_1 = \sum_{i=0}^{n} \int_{S_i^{i+1}} \left[ e^{(t_1 + t - s)P} \phi_1(\omega s) - e^{(t_1 + t - s_i)P} \phi_1(\omega s) \right] ds +$$

$$+ \sum_{i=0}^{n} \int_{S_i^{i+1}} e^{(t_1 + t - s)P} \phi_1(\omega s) ds + \int_{S_{n+1}}^{t_1} e^{(t_1 + t - s)P} \phi_1(\omega s) ds =$$

$$= \Delta_{11} + \Delta_{12} + \Delta_{13}, \tag{4.13}$$

here $S_i = \frac{2\pi i}{\omega}$, $i = 1, 2, 3, \ldots, n$ and $|t_1 - S_{n+1}| < \frac{2\pi}{\omega}$. We estimate that:

$$\left\| \Delta_{11} \right\|_C = \sup_{0 \leq s \leq t} \left| \sum_{i=0}^{n} \int_{S_i^{i+1}} \left[ e^{(t_1 + t - s)P} \phi_1(\omega s) - e^{(t_1 + t - s_i)P} \phi_1(\omega s) \right] ds \right| \leq$$

$$\leq n \frac{2\pi}{\omega} \frac{2\pi}{\omega} \leq \frac{ct}{\omega} \frac{2\pi}{\omega} < c_1 \delta_2. \tag{4.14}$$

$$\left\| \Delta_{12} \right\|_C = \sup_{0 \leq s \leq t} \left| \sum_{i=0}^{n} \int_{S_i^{i+1}} \phi_1(\omega s) ds \right| = 0$$

And,

$$\left\| \Delta_{13} \right\|_C = \sup_{0 \leq s \leq t} \left| \sum_{i=0}^{n} \int_{S_i^{i+1}} \left( e^{(t_1 + t - s)P} \phi_1(\omega s) \right) ds \right| \leq c_2 t_1 \left\| \phi_1 \right\|_C \leq c_2 \delta_2. \tag{4.15}$$

If we substitute relation (4.14) and (4.15) in the equation (4.13), we have:

$$\left\| \Delta_1 \right\|_C < a_1 \delta_2 \tag{4.16}$$

Where $C_1 \delta_2 + C_2 \delta_2 \equiv a_1 \delta_2$ and $C_1, C_2$ are constants. Similarly, estimation of the second term in first part of equation (4.12), we have:

$$\left\| \overline{F}(u_0, \omega) - \overline{F}(u_0, \infty) \right\|_{C_1} \leq a_1 \delta_2 \tag{4.17}$$

$a$-constant.

Now, we estimate that:

$$\left\| \overline{F}(u_0, \omega) - \overline{F}(u_0, \infty) \right\|_{C_1} = \left\| \overline{F}(u_0, \omega) - \overline{F}(u_0, \infty) \right\|_{C_1} [0, t_1] +$$

$$+ \left\| \frac{d}{dt} \left[ \overline{F}(u_0, \omega) \right] (t) + \left[ \overline{F}(u_0, \infty) \right] (t) \right\|_{C}. \tag{4.18}$$

By virtue of (3.14) and (4.5), the following is significant:
\[
\frac{d}{dt}\left[\tilde{F}(u_0, \omega)\right](t) - \left[\tilde{F}(u_0, \infty)\right](t) = \\
\left[\mathcal{E} - e^{t_1 P} \right]^{-1} \int_0^{t_1} \mathcal{P}\left[\chi(u_0, s^\omega) - L(u_0)\right] ds - \left[\chi(u_0, \omega t) - L(u_0)\right] - \\
 - \int_0^{t_1} e^{(t-t-s)} \left[\chi(u_0, s^\omega) - L(u_0)\right] ds.
\]

We propose the following notation:
\[
\Delta' = \int_0^{t_1} e^{(t-t-s)} \psi_2(s^\omega) ds \quad \text{and} \quad \Delta^{*} = \int_0^{t_1} e^{(t-t-s)} \psi_2(s^\omega) ds,
\]

Where \( \psi_2(s^\omega) = \left[\mathcal{E} - e^{t_1 P} \right]^{-1} \mathcal{P}\left[\chi(u_0, s^\omega) - L(u_0)\right] \) and \( \tilde{\psi}_2(s^\omega) = \mathcal{P}\left[\chi(u_0, s^\omega) - L(u_0)\right] \).

So that similarly inequality (4.16) has:
\[
\left\| \Delta' \right\|_{C^1} < a_3 \delta \quad \text{and} \quad \left\| \Delta^{*} \right\|_{C^3} < a_4 \delta \quad \text{and that}
\]
\[
\sup_{0 \leq s \leq t_1} \left| \chi(u_0, \omega t) - L(u_0) \right| < a_5,
\]

Where \( a_3, a_4, \) and \( a_5 \) – constant. From equation (4.17) and (4.19) having:
\[
\left\| \tilde{F}(u_0, \omega) - \tilde{F}(u_0, \infty) \right\|_{C^1} \leq a_6
\]

Where \( a_6 = a_2 \delta + a_3 \delta \delta + a_4 \delta + a_5 \). Select \( \delta < \delta' \), we selected so that satisfying relation is
\[
\left\| \tilde{F}(u_0, \omega) - \tilde{F}(u_0, \infty) \right\|_{C^1} < \varepsilon/4.
\]

If we substitute expression (4.4) and (4.21) in inequality (4.3), we have illustrated estimation (4.2).

It is necessary to prove that \( (D_z F)(z, \omega) \) is continuous at the point \( (u_0, \infty) \) for that, we prove that
\[
\forall \varepsilon > 0, \exists \delta \in \mathcal{Z} : \delta
\]
\[
\left\| z(t) - u_0 \right\|_{C^1} < \delta \quad \text{and} \quad \left\| \omega \right\| > \frac{1}{\delta} , \quad \forall y : \left\| y \right\|_{C^1} = 1 \quad \text{and the estimate is,}
\]
\[
\left\| (D_z F)(z, \omega) y - (D_z F)(u_0, \infty) y \right\|_{C^1} < \varepsilon,
\]

Here
\[
\left[ D_z F(z, \omega) y \right] t = \left[\mathcal{E} - e^{t_1 P} \right]^{-1} \int_0^{t_1} e^{(t_1-t-s)} \frac{\partial \chi(z(s), s^\omega)}{\partial z} y(s) ds
\]
\[
- \int_0^{t_1} e^{(t-t-s)} \frac{\partial \chi(z(s), s^\omega)}{\partial z} y(s) ds
\]

Apply the inequality:
\[
\left\| (D_z F)(z, \omega) y - (D_z F)(u_0, \infty) y \right\|_{C^1} \leq \left\| (D_z F)(z, \omega) y - (D_z F)(u_0, \omega) y \right\|_{C^1} +
\]
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To prove that:
\[ \| (D_zF)(z,\omega) - (D_zF)(u_0,\omega) \|_{\mathcal{C}_\mu} < \frac{\varepsilon}{2}. \]  
\[ (4.25) \]

We estimate the value as:
\[ \| (D_zF)(z,\omega) - (D_zF)(u_0,\omega) \|_{\mathcal{C}} \]

And
\[ \| (D_zF)(z,\omega) - (D_zF)(u_0,\omega) \|_{\mathcal{C}1} \]

Also
\[ \| (D_zF)(z,\omega) - (D_zF)(u_0,\omega) \|_{\mathcal{C}} = \]
\[ \sup_{0 \leq t \leq t_1} \left[ E - \frac{T}{\omega} \right]^{-1} \int_0^T e^{(t_\omega + t - s)p} \left[ \frac{\partial \chi(z(s),\omega s)}{\partial z} - \frac{\partial \chi(u_0,\omega s)}{\partial z} \right] y(s) ds - \]
\[ - \int_0^T e^{(t-s)p} \left[ \frac{\partial \chi(z(s),\omega s)}{\partial z} - \frac{\partial \chi(u_0,\omega s)}{\partial z} \right] y(s) ds \leq \]
\[ \leq C_1 \sup_{0 \leq s \leq t_1} |y(s)| \sup_{0 \leq s \leq t_1} \left[ \frac{\partial \chi(z(s),\omega s)}{\partial z} - \frac{\partial \chi(u_0,\omega s)}{\partial z} \right] + \]
\[ + C_2 \sup_{0 \leq s \leq t_1} |y(s)| \sup_{0 \leq s \leq t_1} \left[ \frac{\partial \chi(z(s),\omega s)}{\partial z} - \frac{\partial \chi(u_0,\omega s)}{\partial z} \right] \leq \]
\[ \leq C_4 \left[ \frac{1}{0} \right] \frac{\partial^2 \chi(z + \theta(u_0 - z),\omega s)}{\partial z^2} d \theta(z(s) - u_0) \right] + \]
\[ + C_2 \sup_{0 \leq s \leq t_1} \left[ \frac{1}{0} \right] \frac{\partial^2 \chi(z + \theta(u_0 - z),\omega t)}{\partial z^2} d \theta(z(t) - u_0) \right| \leq \]
\[ \leq C_3 \sup_{0 \leq s \leq t_1} |z(s) - u_0| + C_4 \sup_{0 \leq s \leq t_1} |z(s) - u_0| \leq \]
\[ \leq C_3 \delta_3 + C_4 \delta_3 \equiv C_5 \delta_3, \]  
\[ (4.27) \]

Where \( C_1, C_2, C_3, C_4 \) and \( C_5 \) as constants are also \( 0 \leq \theta \leq 1 \). Now we consider
\[ \| (D_zF)(z,\omega) - (D_zF)(u_0,\omega) \|_{\mathcal{C}1} = \| (D_zF)(z,\omega) - (D_zF)(u_0,\omega) \|_{\mathcal{C}} \]
\[ + \left\| \frac{d}{dt} [(D_zF)(z,\omega) y](t) - \frac{d}{dt} [(D_zF)(u_0,\omega) y](t) \right\|_{\mathcal{C}}. \]  
\[ (4.28) \]
We estimate the following expression

\[
\begin{align*}
\left| \frac{d}{dt} [(D_z F)(z, \omega)](t) - \frac{d}{dt} [(D_z F)(u_0, \omega)](t) \right|_C & = \\
& \sup_{0 \leq t \leq T} \left[ E - e^{T \omega P} \right]^{-1} T_0 e^{(T_0 - t - s)P} \left[ \frac{\partial \chi (z(s), \omega s)}{\partial z} - \frac{\partial \chi (u_0, \omega s)}{\partial z} \right] y(s) ds + \\
& + \left[ \frac{\partial \chi (z(t), \omega t)}{\partial z} - \frac{\partial \chi (u_0, \omega t)}{\partial z} \right] y(t) \leq b \delta_3. \quad (4.29)
\end{align*}
\]

Where \( b \) is a constant.

From estimation (4.27) and (4.29), having applied interpolation formulas, we arrive at:

\[
C_\delta \delta_3 + (2C_\delta \delta_3)^{1-\mu} (b \delta_3)^\mu < \frac{\varepsilon}{2}.
\]

This proves estimation (4.25). Now we prove that existence \( 0 < \delta \leq \delta_3 \), so that with

\[
|\omega| > \frac{1}{\delta_4},
\]

\[
\left\| (D_z F)(u_0, \omega) - (D_z F)(u_0, \omega) \right\|_C < \frac{\varepsilon}{2} \quad (4.30)
\]

In light of (4.23), we derive:

\[
\begin{align*}
\left[ (D_z F)(u_0, \omega) \right](t) & = \left[ E - e^{T_0 P} \right]^{-1} T_0 e^{(T_0 - t - s)P} \frac{\partial \chi (u_0, \omega s)}{\partial z} y(s) ds + \\
& + \int_0^t e^{(t-s)P} \frac{\partial \chi (u_0, \omega s)}{\partial z} y(s) ds, \quad (4.31)
\end{align*}
\]

\[
\begin{align*}
\left[ (D_z F)(u_0, \omega) \right](t) & = \left[ E - e^{t P} \right]^{-1} T_0 e^{(t - s)P} \frac{\partial L (u_0)}{\partial z} y(s) ds + \\
& + \int_0^t e^{(t-s)P} \frac{\partial L (u_0)}{\partial z} y(s) ds, \quad (4.32)
\end{align*}
\]

and having:

\[
\left\| (D_z F)(u_0, \omega) - (D_z F)(u_0, \omega) \right\|_C =
\]

\[
= \sup_{0 \leq t \leq T} \left| \left[ E - e^{t P} \right]^{-1} T_0 e^{(t_1 + t - s)P} \left[ \frac{\partial \chi (u_0, \omega s)}{\partial z} - \frac{\partial L (u_0)}{\partial z} \right] y(s) ds + \\
+ \int_0^t e^{(t-s)P} \left[ \frac{\partial \chi (u_0, \omega s)}{\partial z} - \frac{\partial L (u_0)}{\partial z} \right] y(s) ds \right|. \quad (4.33)
\]

We now introduce notation: \( \Delta_3 = \int_0^{t_1} e^{(t_1 + t - s)P} \Psi (\omega s) y(s) ds \),
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Where $\Psi_3(\omega s) = \left[ E - e^{t_1P} \right]^{-1} \left[ \frac{\partial \chi(u_0, \omega s)}{\partial z} - \frac{\partial L(u_0)}{\partial z} \right]$. It is how possible to write $\Delta_3$ in the form:

$$\Delta_3 = \sum_{i=0}^{n} \int_{S_{i+1}} S_{i} \left[ e^{(t_{i+1} - t)P} \Psi_3(\omega s) y(s) - e^{(t_{i+1} - sP)} \Psi_3(\omega s) y(s) \right] ds +$$

$$+ \sum_{i=0}^{n} \int_{S_{i+1}} S_{i} e^{(t_{i+1} - t)P} \Psi_3(\omega s) y(s) ds +$$

$$+ \int_{S_{n+1}} S_{n} e^{(t_{n+1} - t)P} \Psi_3(\omega s) y(s) ds \equiv \Delta_{31} + \Delta_{32} + \Delta_{33},$$

Here $S_i = \frac{2\pi i}{\omega}, i = 1, 2, 3, \ldots, n$, and $|t_1 - S_{n+1}| < \frac{2\pi}{\omega}$.

Now we estimate:

$$\left\| \Delta_{31} \right\|_C = \sup_{[0,t_1]} \left| \sum_{i=0}^{n} \int_{S_{i+1}} S_{i} \left[ e^{(t_{i+1} - t)P} \Psi_3(\omega s) y(s) - e^{(t_{i+1} - sP)} \Psi_3(\omega s) y(s) \right] ds \right|$$

$$\leq n \frac{2\pi}{\omega} d \frac{2\pi}{\omega} \leq \frac{dt_1 2\pi}{\omega} < d_1 \delta_4,$$

(4.34)

Where $d_1, d_2$ are constant.

$$\left\| \Delta_{32} \right\|_C = \sup_{[0,t_1]} \left| \sum_{i=0}^{n} \int_{S_{i+1}} S_{i} e^{(t_{i+1} - t)P} \Psi_3(\omega s) y(s) ds \right| \equiv 0$$

(4.35)

$$\left\| \Delta_{33} \right\|_C \leq \sup_{[0,t_1]} \left| \int_{S_{n+1}} e^{(t_n + t - s)P} \Psi_3(\omega s) y(s) ds \right| \leq d_2 t_1 \left\| \Psi_3 \right\|_{C([0,t_1])} +$$

$$< d_2 \delta_4.$$

(4.36)

If we substitute relation (4.34) and (4.36) in equation (4.33) we arrive at

$$\left\| \Psi_3 \right\|_{C([0,t_1])} < d_3 \delta_4$$

(4.37)

Where $d_1 \delta_4 + d_2 \delta_4 \equiv d_3 \delta_4, d_2$ -constant.

Similarly, the estimation of the second terms in the first part equation (4.32) leads to
\[
\| (D_z F)(u_0, \omega) y - (D_z F)(u_0, \infty) y \|_{C_{[0,t_1]}} < d_4 \delta_4, \quad (4.38)
\]

\( d_4 \)-constant

Now, we estimate
\[
\| (D_z F)(u_0, \omega) y - (D_z F)(u_0, \infty) y \|_{C_{[0,t_1]}} \leq \| (D_z F)(u_0, \omega) y - (D_z F)(u_0, \omega) y \|_{C_{[0,t_1]}} + \frac{d}{dt} \left[ (D_z F)(u_0, \omega) y \right](t) - \frac{d}{dt} \left[ (D_z F)(u_0, \infty) y \right](t) \|_{C_{[0,t_1]}}
\]

With (4.32) and (4.33):
\[
\frac{d}{dt} \left[ (D_z F)(u_0, \omega) y \right](t) - \frac{d}{dt} \left[ (D_z F)(u_0, \infty) y \right](t) =
\]
\[
= \left[ E - e^{t_1 P} \right] \int_0^{t_1} P e^{(t_1 + t - s) P} \left[ \frac{\partial \chi(u_0, \omega s)}{\partial z} - \frac{\partial L(u_0)}{\partial z} \right] y(s) ds +
\]
\[
+ \frac{\partial \phi(u_0, \omega s)}{\partial z} - \frac{\partial L(u_0)}{\partial z} \right] y(t).
\]

We define by \( \Delta_4 \) the expression:
\[
\Delta_4 = \int_0^{t_1} P e^{(t_1 + t - s) P} \Psi_4(\omega s) y(s) ds,
\]

Where \( \Psi_4(\omega s) = \left[ E - e^{t_1 P} \right]^{-1} P \left[ \frac{\partial \chi(u_0, \omega s)}{\partial z} - \frac{\partial L(u_0)}{\partial z} \right].
\]

Similarly, (4.16) and (4.19) give the following estimate
\[
\| \Delta_4 \|_{C_{[0,t_1]}} < d_5 \delta_4, \quad \text{where } d_5 \text{-constant.} \quad (4.40)
\]

And thus:
\[
\sup_{0 \leq t \leq t_1} \left\| \frac{\partial \chi(u_0, \omega s)}{\partial z} - \frac{\partial L(u_0)}{\partial z} \right\| y(t) \leq d_6 \| y \|_{C_{[0,t_1]}} < d_6, \quad (4.41)
\]

Where \( d_6 \)-constant.

From estimation (4.38), (4.40) and (4.41):
\[
\| (D_z F)(u_0, \omega) y - (D_z F)(u_0, \infty) y \|_{C_{[0,t_1]}} < d_7
\]

Where \( d_7 \equiv d_4 \delta_4 + d_5 \delta_4 + d_6 \). The number, selected so that the \( \delta_4 < \delta_3 \), has fulfilled relation (4.30) with regard to expression (4.25) and (4.30) and validates estimate (4.22). thus, (the statement I) is proved as well as this lemma 3.1. This concludes the proof of lemma 3.1.

The proof theorem (2.1) implies lemma 3.1; the system equation (3.10) has a unique \( 2\pi \omega^{-1} \)-periodic solution \( u_\omega \). with 2- the change variable and using Implicit Operator theorem, we define operator as
Here
\[
\Psi : C_\mu \left( \left[ 0, t_1 \right] \right) \times C_\mu \left( \left[ 0, t_1 \right] \right) \times \left( \left[ 1, \infty \right] \right) \rightarrow C_\mu \left( \left[ 0, t_1 \right] \right)
\]

\[
\left[ \Psi (u, v, \omega) \right](t) = u(t) - v(t) - \omega^{-2} \phi (v(t), \omega t) \text{ and } \left[ \Psi (u, v, \infty) \right](t) = u(t) - v(t).
\]

It is therefore not difficult to see that \( \left[ \Psi (u_0, u_0, \infty) \right] (t) = 0 \) and \( D_v \Psi (u_0, u_0, \infty) (t) = -1 \), by Implicit Operator Theorem, there exist positive number \( \omega_2, \rho_1 \) and \( \rho_2 = \min \left( \omega_2, \rho_1 \right) \) with \( \omega > \omega_2 \) and

\[
\| v - u_0 \|_{C_\mu \left( \left[ 0, t_1 \right] \right)} \leq \rho_1 \text{ the equation (3.2) has the solution } u_{(v, \omega)} \text{ in ball } u - u_0 \|_{C_\mu \left( \left[ 0, t_1 \right] \right)} < \rho_2 
\]

In addition \( \lim_{\omega_2 \rightarrow \infty} \rho_2 = 0 \), \( u_{(v, \omega)} \) is \( 2\pi \omega \left[ t_1 \omega / 2\pi \right] \)-periodic and containable on the axis \( t \in \mathbb{R} \) is a \( 2\pi \omega^{-1} \)-periodic solution \( u_\omega \). From this, we have the following:

\[
\lim_{\omega \rightarrow \infty} \| u_\omega - u_0 \|_{C_\mu (\mathbb{R})} = 0
\]

The proof of theorem (2.1) is therefore complete.
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